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#### Abstract

: We seek to investigate whether managed health care can affect mortality, and if so, through which mechanisms. We estimate the impact of Medicare+Choice ( $\mathrm{M}+\mathrm{C}$ ), Medicare's managed care program, on elderly mortality, using a county-level panel from 1993 to 2000. We control for endogenous M+C penetration rates with county fixed effects and instrumental variables. We construct instruments using the identification created by the fact that $\mathrm{M}+\mathrm{C}$ payment rates are based on 3 - to 8 -year lagged fee-for-service (FFS) costs in the county. We find that enrollment in managed care without prescription drug coverage significantly increases mortality while enrollment in managed care with drug coverage has no significant impact, both relative to FFS. The impact of managed care penetration on mortality from heart disease appears to follow a similar pattern. The estimates suggest that a 10 -percentage point increase in $\mathrm{M}+\mathrm{C}$ non-drug coverage would cause 52,800 additional deaths among the aged population in 2003.
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## 1: Introduction

In $2000,15 \%$ or over 6 million Medicare enrollees bypassed the traditional fee-forservice (FFS) program and enrolled in a managed health care plan through the "Medicare + Choice" $(\mathrm{M}+\mathrm{C})$ program. The $\mathrm{M}+\mathrm{C}$ program generally provides access to more health plan benefits - the most desirable of which is prescription drug coverage - at the potential cost of having health care utilization managed. In this paper, we seek to understand the impact of managed care and drug coverage on health outcomes for the elderly.

Understanding the role of managed health care in affecting the health of Medicare enrollees is germane for several reasons. First, both academics and recent legislation (e.g. Dowd, Feldman and Christianson, 1996 and the Medicare Prescription Drug, Improvement and Modernization Act (hereafter the Medicare Drug Act) of 2003) proscribe moving the Medicare program towards privately administered health plans and our work can shed some light on the impact of such a change on health care quality. Second, the $\mathrm{M}+\mathrm{C}$ program is directly affected by policy levers available to the Congress and the Centers for Medicare and Medicaid Services (CMS), the administrative agency that oversees the Medicare program, such as payment rates and regulations, and our work can help understand the mortality consequences of past and potential future policy changes. Finally, over the 1990s managed care has come to dominate the private health insurance market in the United States and it is important to understand how this dramatic shift impacts health outcomes. Our work may shed additional light on this issue.

The most valuable optional $\mathrm{M}+\mathrm{C}$ benefit is prescription drug coverage (Town and Liu, 2003). This benefit has become increasingly important during the 1980s and 1990s with the development of many new and expensive drug therapies (Lichtenberg, 2002a and 2002b). This increasing importance together with the fact that many Medicare enrollees do not have drug
coverage ${ }^{1}$ led the government to enact the Medicare Drug Act of 2003. Under this legislation, Medicare enrollees will obtain prescription drug benefits through private Prescription Drug Plans or Medicare HMOs. Government subsidies for prescription drug insurance may increase welfare by lessening the adverse selection inherent in private health insurance, but the effect of managed care on the health of the elderly is unknown.

In this paper, we examine the impact of $\mathrm{M}+\mathrm{C}$ penetration rates with and without drug coverage on mortality rates at the county level. Ideally, we would identify the impact of managed care penetration by using a source of experimental variation in the penetration rates. However, the major health insurance experiment - the RAND experiment - predates both the rise of managed care (Manning et al. 1987) and the important wave of pharmaceutical introductions of the 1980 s and 1990s. ${ }^{2}$ Without such variation, managed care penetration rates are likely endogenous, as people are likely to select into managed care and drug coverage based on their underlying health status and health plan entry decisions may be based, in part, on the health status of potential enrollees. In this case, a regression of mortality on managed care penetration rates will yield inconsistent estimates of the true treatment effects. Moreover, because of the complex nature of patient and provider selection, it is difficult to even try to sign the bias in the coefficients.

The literature on the impact of managed care penetration on health outcomes has not reached any consistent conclusions, perhaps in part because of the endogeneity problem. A review by Miller and Luft (2002) reports that over the period 1997-2001, 9 studies find that HMOs lead to lower mortality, 12 find that HMOs lead to higher mortality, and 6 find no

[^1]difference. Three papers on the M+C program (Maciejewski et al. (2001) and Riley et al. (1989, 1991)) find that HMO enrollees have a lower probability of death than other Medicare enrollees. However, some recent studies find no significant difference between M +C and Medicare FFS for breast cancer, prostate cancer, end-stage renal dialysis, and acute myocardial infarction. ${ }^{3}$

In contrast to this literature, we control for the endogenous managed care penetration rates by exploiting a very useful source of quasi-experimental variation for this managed care program, which is the $\mathrm{M}+\mathrm{C}$ payment rates. To understand our method of identification, it is useful to outline the specification. We postulate that the elderly mortality rate in a county is a function of the drug- and non-drug managed care penetration rates (with FFS as the omitted category), as well as observed county health status and a residual health shock. We control for county health status by including county fixed effects as well as socioeconomic status (SES), other forms of health coverage such as Medicaid, and regional trends. The managed care penetration rate is endogenous because enrollment decisions and plan entry are correlated with the unobserved health shock.

The $\mathrm{M}+\mathrm{C}$ payment rate was based on the mean of the $3-$ to 8 -year lag of realized, percapita FFS expenditures in the county. Our method creates instruments from the $\mathrm{M}+\mathrm{C}$ payment rate, and hence will identify the impact of managed care on health outcomes based on the impact of an increase in the $\mathrm{M}+\mathrm{C}$ payment rate on the elderly mortality rate. To satisfy exogeneity, the payment rate must be uncorrelated with the unobserved shock, which is the component of mortality that remains after controlling for the county fixed effects and other observables as well as the endogenous treatment into managed care. A high, unobserved health shock is certain to raise health care costs and hence raise the payment rate. However, the increase in the payment

[^2]rate will only occur three years hence. Thus, the payment rate can be an appropriate instrument if the residual health shock at time $t$ is uncorrelated with the residual health shock at time $t+3$. Since we control for a broad variety of observable health factors, including county fixed effects, this is a reasonable assumption, and also one for which we bring some empirical evidence to bear. We report results from a forward mean differenced estimator that controls for fixed effects and the fact that the instruments are uncorrelated with the contemporaneous regressor but not strictly exogenous as well as from standard fixed effects instrumental variables estimation.

We use a sample of approximately 460 large counties with $70 \%$ of the U.S. population for which mortality data is publicly available. Because we separately examine the impact of drug and non-drug coverage, we have two endogenous variables. Thus, we create several instruments from the $\mathrm{M}+\mathrm{C}$ payment rate, based on the generosity of the payment rate relative to similar counties. We chose these instruments to try to span the determinants of profits that are likely to influence firms entry and plan offerings decisions.

We find that an increase in the enrollment in $\mathrm{M}+\mathrm{C}$ plans without prescription drug coverage is associated with a significant increase in elderly mortality $(\mathrm{p}$-value $=.01)$. However, we find no significant differences between enrollment in $\mathrm{M}+\mathrm{C}$ plans with prescription drug coverage and non- $\mathrm{M}+\mathrm{C}$ elderly mortality. Using our base estimates, a 10 percentage point increase in the non-drug $\mathrm{M}+\mathrm{C}$ enrollment coming from either drug $\mathrm{M}+\mathrm{C}$ or Medicare FFS would increase the elderly mortality rate by .15 percentage points, or by 2.9 percent, corresponding to approximately 52,800 additional deaths in $2003 .{ }^{4}$ Using a value of $\$ 100,000$ per life year, the economic value of these lives is approximately $\$ 5.1$ billion or $\$ 1,500$ per additional non-drug

[^3]$\mathrm{M}+\mathrm{C}$ enrollee. ${ }^{5}$ These results are fairly robust across a variety of different specifications, and also occur for mortality from heart disease. However, we find no significant link between $\mathrm{M}+\mathrm{C}$ penetration rates and mortality from cancer or for 50 to 59 year olds.

The remainder of this paper is divided as follows. Section 2 provides a background on the institutional framework. Section 3 presents the model. Section 4 presents the data. Section 5 presents the results. Section 6 concludes.

## II. Background

In 1982, Congress passed the Tax Equity and Fiscal Responsibility Act (TEFRA) which directed the Health Care Financing Administration (HCFA), now called the Centers for Medicare and Medicaid Services (CMS) to contract with health maintenance organizations (HMOs) to provide a managed care option to Medicare enrollees. Under Medicare + Choice $(\mathrm{M}+\mathrm{C})$, the current name for the program, Medicare enrollees can choose to forgo the traditional, fee-forservice (FFS) Medicare insurance program and enroll in a qualified HMO. In exchange for a percapita payment from CMS, the HMO provides, and is at risk for, all FFS Medicare-covered services (Parts A and B) for the enrollee.

HMOs offer $\mathrm{M}+\mathrm{C}$ plans by county on an annual basis, agreeing to accept all Medicare enrollees with the given county of residence. ${ }^{6}$ HMOs can provide benefits beyond FFS coverage including (but not limited to) prescription drugs, eye care, dental coverage and preventive care

[^4]and can charge a non-zero premium to their enrollees, both subject to CMS approval. ${ }^{7}$
We focus on the Medicare program for the aged, which serves 35 million of the 41 million Medicare enrollees. Each year from 1982 until 1997, HCFA set the per-capita M+C payment at $95 \%$ of its projected cost $($ Parts A $+B$ ) to treat a similar enrollee in the FFS program. The per-capita payment is the sum of a county/year-specific base payment for the aged and an increment based on age, gender, and Medicaid and institutional statuses. Until 1997, the projected cost was the mean Medicare FFS claims for that county, for the period from eight to three years prior.

In 1997, President Clinton signed the Balanced Budget Act (BBA). The BBA (and its subsequent modifications) fundamentally modified Medicare's payment methodology. ${ }^{8}$ While the changes in the payment formula are rather technical, for our purposes the important feature of the new payment formula is that updates to the county payments were eventually divorced from the Medicare FFS experience in the county. ${ }^{9}$ The post-BBA payment formula led to a substantial decrease in payment rates in most counties. The new Medicare Drug Act of 2003 significantly increases the payments to Medicare HMOs, particularly those who offer drug coverage, in order to encourage greater enrollment in $\mathrm{M}+\mathrm{C}$ plans. ${ }^{10}$

In counties where the $\mathrm{M}+\mathrm{C}$ option is available, Medicare beneficiaries can choose to enroll or disenroll in an HMO on a monthly basis. If the beneficiary is not in $\mathrm{M}+\mathrm{C}$, she is automatically enrolled into Part A of the FFS program. Part A covers hospital stays (with a small deductible) and catastrophic care. In addition, FFS enrollees can (and mostly do) enroll in Part B

[^5]for a premium (in 1998 that was $\$ 43.80$ per month). Part B covers physician services with a $20 \%$ coinsurance; lab and diagnostic tests; outpatient services with a $20 \%$ co-payment and mental health care with a $50 \%$ co-payment. Not covered in Medicare's Part A and B program are longterm care, prescription drugs, preventive care, dental care, and eye care.

Most Medicare FFS enrollees (92\%) also have supplemental insurance that offers additional benefits above Parts A and B. This supplemental insurance is either individually purchased, or provided by the government (through Medicaid, Veterans Affairs, or State Pharmaceutical Assistance) or employer. Often this coverage provides prescription drug benefits. In 1995, of the non-M+C Medicare beneficiaries, $13 \%$ also had Medicaid (which provided drug coverage to $90 \%$ of this group), $35 \%$ had employer sponsored Medigap insurance ( $86 \%$ with drug coverage), $31 \%$ purchased Medigap in the individual market ( $46 \%$ with drug coverage), $3 \%$ had other government sponsored coverage ( $80 \%$ with drug coverage) and $9 \%$ have a mixture of coverage ( $80 \%$ with drug coverage). ${ }^{11}$

## III. Model

We seek to determine the impact of drug and non-drug $\mathrm{M}+\mathrm{C}$ coverage on elderly mortality. Using county level panel data, we examine the probability of elderly mortality in county i at time $t$. Our basic model expresses:
(1) $\mathrm{m}_{\mathrm{it}}=\varepsilon_{\mathrm{i}}+\varepsilon_{\mathrm{d}} \varepsilon_{\mathrm{t}}+\varepsilon_{\mathrm{d}} \mathrm{d}_{\mathrm{it}}+\varepsilon_{\mathrm{nd}} \mathrm{nd}_{\mathrm{it}}+\varepsilon \mathrm{X}_{\mathrm{it}}+\varepsilon_{\mathrm{it}}$

[^6]where $m_{i t}$ is the elderly mortality rate, $\alpha_{i}$ are fixed effects that control for county health status,
$\delta_{\mathrm{t}}$ are annual dummies that control for medical advances, $\mathrm{nd}_{\mathrm{it}}$ measures the percent of elderly people enrolled in an $M+C$ plan without drug coverage, $d_{i t}$ measures the percent enrolled in an $\mathrm{M}+\mathrm{C}$ plan with drug coverage, $\mathrm{x}_{\mathrm{it}}$ measures time-varying county health status and health coverage characteristics, $\varepsilon_{\mathrm{it}}$ indicates unobserved shocks to health status, and the $\times \mathrm{s}$ and $\times \mathrm{s}$ are parameters. We include in $\mathrm{x}_{\mathrm{it}}$ variables that capture time-varying components of the socioeconomic status (SES) of the county, including the percentage of people of each age, racial composition, mean per-capita income and unemployment rate. ${ }^{12}$

We also need to capture any time-varying county-specific component of the non- $\mathrm{M}+\mathrm{C}$ health coverage for the elderly. In 1996, $69 \%$ of Medicare beneficiaries had drug coverage, ${ }^{13}$ principally through Medicaid, $M+C$ plans, and supplemental Medigap coverage. Thus, we include the percent of elderly Medicaid enrollees in some specifications. We also would like to include the availability of supplemental Medigap coverage. It would be problematic to include the Medigap quantity, because these data are not available and may be endogenous even if they were available. As a proxy for availability, we include Medigap prices in some specifications.

Our principal interest is in estimating $\gamma_{\mathrm{nd}}$ and $\gamma_{\mathrm{d}}$, the impacts of non-drug and drug $\mathrm{M}+\mathrm{C}$ enrollment on mortality, respectively. Note that plans may offer benefits (e.g. lower copays, broader provider network, and dental care) other than drug coverage that are potentially

[^7]correlated with drug coverage. While we believe that drug coverage is the most important benefit, we cannot rule out the possibility that drug coverage proxies for these other benefits.

The omitted category in our analysis is FFS Medicare. This category is made up of individuals enrolled in a variety of insurance schemes from Medicaid to individually purchased Medigap coverage to no supplemental coverage. $37 \%$ of this population does not have prescription drug coverage.

Ideally, we would like to observe variation in the health coverage for elderly people that is exogenous conditional on the county fixed effects and other county observables. Unfortunately, we are not aware of a source of exogenous variation. However, the Medicare payment rates form a useful source of quasi-experimental variation. We proceed by discussing the endogenous enrollment decision and illustrating how that decision process leads naturally to instruments based on the payment rates.

The decision by a Medicare enrollee of whether and which type of $\mathrm{M}+\mathrm{C}$ plan to join, and hence the $\mathrm{M}+\mathrm{C}$ penetration rates, will be related to the prevalence of $\mathrm{M}+\mathrm{C}$ managed care plans in the county as well as to health status. Town and Liu (2003) find that $\mathrm{M}+\mathrm{C}$ penetration is increasing in the CMS payment rate. There are likely two underlying causes. Increased variety means that more patients find an $\mathrm{M}+\mathrm{C}$ plan that is close in product space and increased competition leads to lower prices and higher quality. It is possible that less healthy Medicare recipients may choose not to join managed care plans, because of the limitation of the choice of physicians. However, it is also possible that Medicare recipients may join $\mathrm{M}+\mathrm{C}$ plans, particularly those with drug coverage, because they will then pay for less of the costs of medical treatment. Thus, the bias in $\gamma_{\mathrm{d}}$ and $\gamma_{\mathrm{nd}}$ from endogeneity could go in either direction.

[^8]The decision of a managed care plan to enter into the $\mathrm{M}+\mathrm{C}$ market is likely to be driven by the health status of the population as well as by the Medicare payment rates. ${ }^{14}$ Moreover, health plans will be more likely to offer drug coverage if $\mathrm{M}+\mathrm{C}$ offers relatively generous payment rates in the county. Last, because of the fixed costs of entry and exit, health plans may choose to enter, and to standardize benefits, across counties in a metropolitan area. Thus, the health plan entry and exit decisions are likely to cause a further endogeneity bias in the managed care penetration rates $\mathrm{nd}_{\mathrm{it}}$ and $\mathrm{d}_{\mathrm{it}}$.

We use an instrumental variables (IV) approach to control for the fact that the $\mathrm{M}+\mathrm{C}$ penetration rates $\mathrm{nd}_{\mathrm{it}}$ and $\mathrm{d}_{\mathrm{it}}$ may be correlated with the residual health status $\varepsilon_{\mathrm{it}}$. Our approach is to use functions of the payment rate as instruments. ${ }^{15}$ Prior to 1998 , the payment rates were based on the 3 - to 8 -year lagged mean health care costs in that county. Although there is only one payment rate per county, we need a minimum of two instruments as we have two endogenous variables. Because offering, entry and enrollment decisions are a complex function of the payment rate, there is plenty of available variation to identify these two parameters. The difficulty is in extracting from the payment rate the quasi-experimental variation caused by events such as a random healthcare shock three years prior that would then affect these decisions.

In a given year we use 13 instruments $z_{i t} \equiv\left(z_{i t 1}, \ldots, z_{i t 12}\right)$ instead of 2 , to improve efficiency. We first normalize the payment rate based on population, by regressing the payment rate on four measures of population (county population, health services area (HSA) population, MSA population and county elderly population), and using the residual from this regression as

[^9]the normalized payment rate. We then use 10 instruments based on the normalized payment rate: the rate, its second, third and fourth powers its $\log$ and the square of its $\log$, and 4 dummies indicating its quintile (with one excluded). We also use 3 instruments that indicate the mean, minimum and maximum payment rates in the MSA, to capture the cost complementarities noted above. We normalize our instruments by population and nearby payment rates because population is a good predictor of costs. Thus, these instruments will capture shocks that affect margins, which in turn will affect entry, offering and enrollment decisions.

The $\mathrm{z}_{\mathrm{it}} \mathrm{s}$ will be good instruments if they meet three conditions. First, that they are strong predictors of the vector of managed care penetration rates $\operatorname{nd}_{i t}$ and $d_{i t}$ after controlling for explanatory variables $\mathrm{x}_{\mathrm{it}}$ and the county fixed effects. Second, that they are properly excluded from the mortality equation (1). And third, that they are uncorrelated with the unobserved shocks to health status $\varepsilon_{\mathrm{it}}$. We discuss each of these points in turn.

First, our model of health plan entry and Medicare enrollees' choice implies that the instruments are related to the $\mathrm{M}+\mathrm{C}$ market shares. Moreover, as noted above, Town and Liu (2003) have found that the payment rates are very good predictors of the $\mathrm{M}+\mathrm{C}$ market shares as average plan quality is increasing in the payment rate. Because of the randomness of the health shocks, there is substantial within-county variation in the payment rates and the payment rates are still very good predictors, conditional on $\mathrm{x}_{\mathrm{it}}$ and fixed effects. In order to determine the power of the instruments, we perform first-stage regressions of the endogenous regressors $\mathrm{nd}_{\mathrm{it}}$ and $\mathrm{d}_{\mathrm{it}}$ on the instruments $\mathrm{z}_{\mathrm{it}}$, the exogenous regressors $\mathrm{x}_{\mathrm{it}}$, and the fixed effects, as suggested by Bound, Jaeger and Baker (1995). The tests show that the instruments are strong predictors. We can strongly reject the null hypothesis that they do not enter in these regressions, with
$\mathrm{F}(36 ; 3,497)=2.21(\mathrm{p}=.00)$ for $\mathrm{nd}_{\mathrm{it}}$ and $\mathrm{F}(36 ; 3,032)=11.10(\mathrm{p}=.00)$ for $\mathrm{d}_{\mathrm{it}}$. The appendix presents the results of the two first-stage regressions.

We also jointly estimated the same two equations with a SUR model, in order to test whether the coefficients are the same across the two equations. The test strongly rejects the coefficients being the same with $\chi^{2}(100)=1,322(p=.00)$. This implies that the first-stage projections of the endogenous variables, which we can write as $\widehat{\mathrm{nd}}_{\mathrm{it}}$ and $\hat{\mathrm{d}}_{\mathrm{it}}$, are significantly different from each other, which is necessary to separately identify the treatment effects of drug and non-drug managed care coverage on mortality.

Second, the instruments can be properly excluded from the mortality equation (1) if functions of the payment rate are not direct predictors of health status after controlling for the county fixed effects, $M+C$ penetration rates $\mathrm{nd}_{\mathrm{it}}$ and $\mathrm{d}_{\mathrm{it}}$, and regressors $\mathrm{x}_{\mathrm{it}}$. It is worth considering an example of when $\mathrm{z}_{\mathrm{it}}$ might enter directly into the elderly mortality equation. Suppose that high payment rates attract high quality physicians to an area. This may then lower mortality for all elderly patients, not just those enrolled in $\mathrm{M}+\mathrm{C}$. However, this example is very unlikely because of the presence of the county fixed effects. Specifically, it is unlikely that physicians would move to an area because of transitory payment changes, and permanent differences in compensation will be captured by the fixed effects in (1). Hence, we think that it is reasonable to exclude $z_{i t}$ from (1).

Last, we need to understand whether $z_{i t}$ is correlated with the unobserved shocks to health status $\varepsilon_{\mathrm{it}}$. This assumption is not directly testable. We would expect that $\mathrm{z}_{\mathrm{it}}$ is correlated

accompany an increase in the mortality rate. ${ }^{16}$ Thus, the most likely source of correlation between $z_{i t}$ and $\varepsilon_{i t}$ is a positive serial correlation between $-_{t-3}$ and $\varepsilon_{t}$. While we cannot directly test for the presence of this correlation, we can bring some evidence to bear by examining the correlation between the residuals from a reduced-form regression. Hence, we perform a reduced form fixed effects regression of:
(2) $\mathrm{m}_{\mathrm{it}}=\phi_{\mathrm{i}}+\phi_{1} \mathrm{x}_{\mathrm{it}}+\phi_{2} \mathrm{z}_{\mathrm{it}}+\mathrm{u}_{\mathrm{it}}$,
with a within-county $\operatorname{AR}(1)$ process for $u_{i t}$, so that $\operatorname{Corr}\left(u_{i t}, u_{i t \rho 1}\right)=\rho$. We estimate an $\operatorname{AR}(1)$ coefficient of $\rho=.14$, which implies that the estimated correlation between $u_{t}$ and $u_{t-3}$ is $\rho^{3}=.0027$. This does not seem consistent with a sizeable, positive serial correlation between $\overline{t-3}$ and $\varepsilon_{t}$. Thus, it appears that the payment rates are based on sufficiently lagged payment histories that they are not correlated with the contemporaneous residual health status.

We perform our estimation using linear IV estimation, with county-level fixed effects. As a potential robustness check, we estimate a weighted IV estimator that accounts for the fact that the mortality rates in larger counties are based on more observations. The results from the weighted regressions are very similar to the unweighted regressions so we do not report them here. ${ }^{17}$

A potential problem with our method of inference is that our instruments are not strictly exogenous. While we assume that $\mathrm{z}_{\mathrm{it}}$ is uncorrelated with $\varepsilon_{\mathrm{it}}$, it is likely correlated with $-_{\mathrm{it}-3}$, due to the mechanism by which the payment rates are set. In panel data instrumental variables

[^10]models, if the panel is too short to achieve consistency in the time series dimension, then strict exogeneity is required for consistency.

To see this, note that fixed effects IV estimates are equivalent to estimates from a meandifferenced instrumental variables specification. For ease of notation, let us assume that our dataset extends from $\mathrm{t}=1, \ldots, \mathrm{~T}$. Then, the dependent variable can be written as $\mathrm{m}_{\mathrm{it}} \sum \frac{1}{\mathrm{~T}} \sum_{\mathrm{s}=1}^{\mathrm{T}} \mathrm{m}_{\mathrm{is}}$, and other variables can be expressed similarly. As $\varepsilon_{\mathrm{it}}$ may be correlated with $\mathrm{z}_{\mathrm{it}+3}$, this will induce a correlation between the instrument $\mathrm{z}_{\mathrm{it}} \sum \frac{1}{\mathrm{~T}} \sum_{\mathrm{s}=1}^{\mathrm{T}} \mathrm{Z}_{\mathrm{is}}$ and the residual $\sum_{\mathrm{t}} \sum \frac{1}{\mathrm{~T}} \sum_{\mathrm{s}=1}^{\mathrm{T}} \sum_{\mathrm{s}}$ in a short panel, due to the $\frac{1}{\mathrm{~T}} \sum_{\mathrm{s}=1}^{\mathrm{T}} \mathrm{Z}_{\mathrm{is}}$ and $\frac{1}{\mathrm{~T}} \sum_{\mathrm{s}=1}^{\mathrm{T}} \sum_{\mathrm{s}}$ components of these random variables. However, if the panel is sufficiently long, then shocks to $\varepsilon_{i t}$ will have little impact on $\frac{1}{\mathrm{~T}} \sum_{\mathrm{s}=1}^{\mathrm{T}} \sum_{\mathrm{s}}$, and this will not be problematic.

With 8 years of data, this correlation may be problematic, but is unlikely to have a major influence on the estimates. Nonetheless, we develop a forward mean differenced specification that is robust to this potential correlation. For this specification, we subtract the mean from $t-1$ to T for every time-varying variable in (1); thus our dependent variable is:

$$
\begin{equation*}
\mathrm{m}_{\mathrm{it}} \sum \frac{1}{\mathrm{~T} \sum \min \left\{1, \mathrm{t} \sum 1\right\}+1_{\mathrm{s}=\min \{1, \mathrm{t} \Sigma 1\}}^{\mathrm{T}} \mathrm{~m}_{\mathrm{is}} .} \tag{3}
\end{equation*}
$$

We then include as instruments $\mathrm{z}_{\mathrm{it}-1}, \mathrm{z}_{\mathrm{it}}$ and $\mathrm{z}_{\mathrm{it+1}}$, using zeros for cases when $\mathrm{t}-1<1$ or $\mathrm{t}+1>\mathrm{T} .{ }^{18}$ Absent serial correlation, only $\mathrm{z}_{\text {is }}$ for $\mathrm{s} \geq \mathrm{t}+2$ will be correlated with our resulting error term, $\sum_{\mathrm{t}} \sum_{\mathrm{T} \sum \min \left\{1, \mathrm{t} \sum 1\right\}+1} \sum_{\mathrm{s}=\min \{1, \mathrm{t} \mid\}}^{\mathrm{T}} \sum_{\mathrm{l}}$, and thus this specification encapsulates county fixed effects and solves the correlation problem caused by the absence of strictly exogenous instruments. In Section 5, we mostly present results from the forward mean differenced fixed effects IV specification, but also present some results from a standard fixed effects IV estimator for comparison purposes.

## IV. Data

Out study period is 1993-2000. We choose 1993 as the start of the sample as prior to this year enrollment in Medicare HMOs was very small. We create a county-level panel data set of mortality rates and other county-specific information. The data come from seven different sources that are merged together. First, the mortality data is constructed using the Multiple Cause of Death data from the National Vitality Statistics. These data contain abstracted death certificate information including the county of residence, age, sex, and diagnosed cause of death for all deaths in the US. To ensure confidentiality, the county is listed only for those individuals who reside in a county of over 100,000 in population. Thus, we limit our sample to counties above this population threshold.

[^11]Second, we merge the mortality data with county level data from CMS on $\mathrm{M}+\mathrm{C}$ plan enrollments, plan prescription drug benefits, total Medicare enrollment, and the $\mathrm{M}+\mathrm{C}$ constant dollar payment rate. We define the drug benefit using the base plan as reported by CMS. ${ }^{19}$ Our data do not provide the specific limitations of the drug coverage or any other benefit information, and thus our measure of plan benefits is binary. This is a limitation, as it implies that we must lump different levels of drug coverage together with each other and with all other optional benefits (e.g. eyeglasses and prosthetics) that may be correlated with it.

Third, we use information from CMS on the number of Medicaid enrollees by age category ( 65 to 74,75 to 84 , and 85 and older) and state. We proxy for the county-level Medicaid penetration rate with the state-level rate.

We gather demographic information from two sources. We use data on county per-capita income, poverty rates, population by age and race, number of practicing physicians and number of hospitals from the Area Resource File. We use detailed demographic data from the Census' Population Estimates Program in order to provide a more complete account of the entire age distribution of the elderly by county. These data provide annual county level projections of the population in each year in each county by age and sex category. The age categories that we use are $64,65, \ldots, 84$, and 85 and older.

In some specifications, we use data from InterStudy on the county-level commercial managed care penetration rate and information on Medigap premiums from the American Association of Retired Persons (AARP), one of the largest sellers of Medigap policies. These databases are our sixth and seventh data sources.

[^12]Since drug coverage is one of the main methods in which $\mathrm{M}+\mathrm{C}$ might improve health outcomes, it is useful to characterize the $\mathrm{M}+\mathrm{C}$ drug coverage. The structure of the benefit varies across three dimensions: generic drug co-payments, branded drug co-payments and the total maximum drug expenditure covered by the plan. We have detailed information on the plan drug benefit structure only for 2000 .

In 2000, approximately $80 \%$ of the $\mathrm{M}+\mathrm{C}$ plans offered drug coverage with a mean monthly premium of $\$ 34.85$. Of the plans offering drug coverage, the mean co-pay for generic prescription drugs is $\$ 7.80$ (std. dev. $=\$ 2.93$; median $=\$ 7$ ), and the mean co-pay for branded prescription drugs is $\$ 16.16$ (std. dev. $=\$ 6.12$; median $=\$ 15$ ). $89 \%$ of these plans cap the total annual enrollee expenditures on drugs, with $37 \%$ setting the cap at less than $\$ 1,000$ per year, and another $37 \%$ setting caps of over $\$ 3,000$ per year.

It is useful to compare the prescription drug benefits to those offered through Medigap. By regulation, Medigap plan benefits fall into 10 different categories (labeled A-J). Three of these plans, H, I and J, offer drug coverage. All of these plans require a $50 \%$ co-pay on prescription drugs with Plans H and I capping the annual prescription drug expenditure at $\$ 1,250$ and Plan J capping it at $\$ 3,000 .{ }^{20}$ The cost of enrolling in a Medigap policy varies across geography and insurers. For the AARP, the mean (unweighted) monthly premium across states for plans H-J for 65 to 69 year old is $\$ 153.90, \$ 156.57$, and $\$ 192.57$, respectively. Thus, $\mathrm{M}+\mathrm{C}$ plans with drug benefits are significantly less expensive than Medigap plans and, in general, they offer more generous coverage.

[^13]Table 1 provides a description of the seven data sources that we use in the analysis. This table also describes the sample attrition that occurs as we merge the data together. We start out with 3,612 county-year mortality observations from the National Vitality Statistics. After merging our first five data sources together we are left with 3,597 observations; the InterStudy reduced this figure by another 110 and the addition of the Medigap premium information reduced this by another 628 observations.

Tables 2 and 3 summarize the variables used in the study. The elderly mortality rate was $5.08 \%$ during the sample period, a figure that declines by $.1 \%$ over the sample, suggesting the need for time-specific controls. Cancer and heart disease make up the biggest components of mortality, accounting for about $60 \%$ of deaths. Elderly people age 75 and over are three times as likely to die as the younger elderly. Counties with some $\mathrm{M}+\mathrm{C}$ plans have lower mortality rates than counties with no $\mathrm{M}+\mathrm{C}$ plans; counties with some $\mathrm{M}+\mathrm{C}$ plans that offer drug coverage have even lower mortality rates. This is true across all the different age-specific mortality measures. However, counties with $\mathrm{M}+\mathrm{C}$ plans are different in other regards as well. For instance, they have higher incomes and are larger. To the extent that these factors do not vary over time, this suggests that fixed effects may be an important determinant of mortality. At the start of our sample, $3.3 \%$ of Medicare enrollees were enrolled in an $\mathrm{M}+\mathrm{C}$ program, a figure that increased to $15.8 \%$ by the end of the sample. About $59 \%$ of $\mathrm{M}+\mathrm{C}$ enrollees have prescription drug coverage, a figure that has also been increasing over time. Medicare $\mathrm{M}+\mathrm{C}$ payments are about $\$ 445$ per month (in constant 2000 dollars), which also has been rising over time. Counties with relatively high payment rates were more likely to have an $\mathrm{M}+\mathrm{C}$ plan. There is substantial variation in the payment rate across counties - the standard deviation is $18 \%$ of the mean in 1993. Not reported in the tables, there is also substantial variation in the payment rate within a given county across
time, with a within-county standard deviation of $\$ 36.7 .^{21}$ Many counties have no M+C plans, or no plans with drug coverage. For instance, by the end of our sample period, $30.7 \%$ of counties in our sample have no $\mathrm{M}+\mathrm{C}$ plan with drug coverage.

Table 4 provides some evidence on the relation between the changes in the $\mathrm{M}+\mathrm{C}$ payment rate and the changes in $\mathrm{M}+\mathrm{C}$ enrollment and elderly mortality rates, over the period 1993 to 2000. This table is meant to give an indication of the forces that will identify the fixed effects IV estimates, as the instrumental variables estimator with one (endogenous) regressor would be the ratio of the coefficients of the differenced regressions of mortality on the instruments to the endogenous regressor on the instruments. The changes in the payment rate are broken into five quintiles. As we might expect, higher increases in the payment rate change are correlated with higher increases in the total $\mathrm{M}+\mathrm{C}$ enrollment rate. ${ }^{22}$ The trend is most pronounced between the third and fourth quintiles of the payment increase. Breaking down the enrollment change into drug and non-drug enrollment, a movement from the fourth to the fifth quintile is associated with an increase in drug enrollment, but a decrease in non-drug enrollment. In other words, a moderate increase in the payment rate between 1993 and 2000 was linked with a general increase in managed care enrollment, but a large increase in the payment rate was linked specifically with an increase in drug coverage and not with non-drug coverage.

Turning to the elderly mortality rate, in the fourth payment quintile (the payment quintile associated with an increase in non-drug HMO enrollment) there is a large increase in elderly mortality rates. However, there is an equally large decrease in mortality in the fifth quintile of the

[^14]payment rates which is the quintile associated with a large increase in drug $\mathrm{M}+\mathrm{C}$ enrollment. These results foreshadow our regression analysis findings and suggest that the relationship between mortality and $\mathrm{M}+\mathrm{C}$ enrollment will indeed be a function of the benefits offered by the $\mathrm{M}+\mathrm{C}$ plans.

## V. Results

Table 5 presents the main results of the paper, estimates of the elderly mortality equation (1). The columns differ in the estimation methods and set of SES and other controls that we employ. Column (1), our preferred specification, provides forward mean differenced fixed effects IV estimates, as explained in Section 3.

The five fixed effects IV specifications (columns (1)-(5)) show a consistent pattern of the impact of $\mathrm{M}+\mathrm{C}$ penetration on elderly mortality. We find that increased non-drug $\mathrm{M}+\mathrm{C}$ penetration leads to a significant increase in mortality, while increased drug $\mathrm{M}+\mathrm{C}$ penetration has no significant impact. From column (1), a ten percentage point increase in non-drug $\mathrm{M}+\mathrm{C}$ enrollment (at the expense of either drug M +C or Medicare FFS enrollment) would increase the elderly mortality rate by .15 percentage points ( 52,800 lives), or by 2.8 percent, using the Table 2 mean mortality, out of a total Medicare enrollment of 34.8 million. ${ }^{23}$ Using a simplistic value of $\$ 100,000$ per life year, the economic cost of these lives is approximately $\$ 5.1$ billion or $\$ 1,500$ per additional non-drug $\mathrm{M}+\mathrm{C}$ enrollee in 2000 . The $95 \%$ confidence interval for the point estimates implies that a ten percentage point increase in non-drug $\mathrm{M}+\mathrm{C}$ enrollment would

[^15]increase mortality by 14,400 to 86,600 deaths. The $95 \%$ confidence interval for the value of drug coverage is $\$ 428$ to $\$ 2,572$ per additional non-drug $\mathrm{M}+\mathrm{C}$ enrollee in 2000.

Column (2) presents the standard (not forward mean differenced) fixed effects IV estimates of the parameters in order to get a sense of the potential bias from using instruments that are not strictly exogenous. The results in columns (1) and (2) are very similar suggesting that the bias from the lack of strict exogeneity is small. In the rest of the paper, we present forward mean differenced results, but the results from the standard estimator are generally very close.

Column (3) presents another robustness check. In this specification, we use the logarithm of the elderly mortality as the dependent variable and add the logarithm of the 50 to 59 year old mortality rate as a regressor. The idea is to further control for time-varying county health shocks through the mortality of this younger group. We use a $\log$ specification to allow for a proportional increase in mortality for the older group, since the mortality rates are so different for these two groups. The sign and significance of the coefficients on managed care penetration are the same as in the base specification, and the implied magnitudes are very similar.

Column (4) adds the commercial penetration rate and the logarithm of Medigap Plan H coverage to the set of explanatory variables, while column (5) removes all the SES variables apart from age/sex categories. The coefficients and standard errors on managed care penetration for these two specifications are again very similar to the base specification.

Column (6) presents fixed effects least squares estimates of the mortality equation. This specification gives quite different results: both drug and non-drug $\mathrm{M}+\mathrm{C}$ penetration are associated with roughly equal increases in mortality, with the magnitude of the coefficient on non-drug penetration being roughly one-sixth the size of the coefficient from the IV specifications.

In order to test our specification, we performed a Wu (1973) - Hausman (1978) test for the endogeneity of the regressors. We can reject the exogeneity of the $\mathrm{M}+\mathrm{C}$ penetration rates, with $\chi^{2}(2)=6.14(\mathrm{p}=.00)$. We also performed a $\mathrm{Wu}(1973)$ - Hausman (1978) test of a fixed effects versus a random-effects IV model. We can also reject a random effects specification, with $\chi^{2}(63)=1,203(p=.00)$. Last, we performed the LM test of overidentifying restrictions created by the fact that we have 39 instruments but only 2 endogenous regressors. ${ }^{24}$ We fail to reject the assumption that the instruments are exogenous, with $\chi^{2}(37)=28.3(p=.85)$. All three tests are based on the first column of Table 5. It is worth noting that we do not reject the LM test assumption that the instruments are exogenous for any of the five specifications, while most of the other specifications reject the Hausman test for exogeneity of the $\mathrm{M}+\mathrm{C}$ penetration rates.

In Table 6, we replicate our base specification from Table 5 Column (1) for more finely defined age groups. Columns (1) and (2) partition the elderly mortality rate into the mortality rates for the 65-74 age group and the 75 and over age group. In the 75 and older age group regression, the coefficient on non-drug $\mathrm{M}+\mathrm{C}$ enrollment is positive, larger than the base regression coefficient and significant. For the 65-74 age group regression, the coefficient on nondrug $\mathrm{M}+\mathrm{C}$ enrollment is positive but insignifichmn (3) provides fixed effects IV estimates of the impact of the $\mathrm{M}+\mathrm{C}$ penetration rates on the 50 to 59 year old mortality rate, in order to test whether there are spillovers from Medicare managed care enrollment into the nonMedicare population. We include the commercial managed care penetration rate for this regression, in order to control for the health care of this cohort. The coefficients on the $\mathrm{M}+\mathrm{C}$ penetration rates have the same sign as in Table 5, are insignificant and much smaller in

[^16]magnitude than the coefficients from Table 5, but are about the same magnitude as the base estimates relative to the mortality rate for this group. Thus, it is unclear from these results whether there are spillovers from the Medicare managed care market to other forms of managed care.

Columns (4) and (5) provide fixed effects IV estimates of the $\mathrm{M}+\mathrm{C}$ penetration rates on disease-specific elderly mortality rates. ${ }^{26}$ We chose the two diseases with the largest mortality for the elderly, cancer and heart disease. $\mathrm{M}+\mathrm{C}$ enrollment is associated with a significantly positive increase in the heart disease mortality rate, with non-drug enrollment having approximately three times the impact of drug enrollment. The $\mathrm{M}+\mathrm{C}$ non-drug coefficient on the cancer mortality specification is also positive, but small in magnitude relative to mortality and marginally significant ( p -value $=.05$ ). For the most part, heart therapy drugs are administered outside of an inpatient setting and are not covered by fee-for-service Medicare. while many cancer drugs are administered in the hospital and hence covered by Medicare FFS. However, anti-nausea drugs, which may contribute to survivorship by increasing the tolerance for chemotherapy, are mostly not covered.

## Explaining Our Findings

Patients enrolled in $\mathrm{M}+\mathrm{C}$ plans without drug coverage are very unlikely to have any drug coverage, as alternative drug coverages generally duplicate $\mathrm{M}+\mathrm{C}$ benefits. Thus, the probability that a Medicare enrollee has drug benefits moves from roughly $0 \%$ for non-drug $\mathrm{M}+\mathrm{C}$ plans to $63 \%$ (in 1995) for Medicare $\mathrm{FFS}^{27}$ to $100 \%$ for drug $\mathrm{M}+\mathrm{C}$ plans. Our relative ordering of IV

[^17]estimated mortality rates across groups follows this general pattern. Thus, a potential explanation for our results is that $\mathrm{M}+\mathrm{C}$ drug coverage encourages the elderly to take life-extending prescription drugs and that our estimates reflect differences in the marginal cost of drugs across Medicare enrollees.

Anecdotally, physicians report that financially constrained patients "extend" their prescriptions by taking their drugs less frequently than prescribed. ${ }^{28}$ The literature provides much data-driven supporting evidence for this explanation. In 1995, $86.6 \%$ of Medicare beneficiaries had a prescription filled, suggesting the importance of prescription drug coverage (Adams et al., 2001). Several studies (Lillard, Rogowski and Kington (1999), Davis et al. (1999) and Stuart and Grana (1998)) find a positive correlation between prescription insurance coverage and prescription drug usage in the elderly population. Poisal and Murray (2001) estimate that Medicare enrollees without drug coverage fill 2.4 fewer prescriptions than enrollees with drug coverage. Poisal and Chulis (2000) find that among Medicare enrollees with 3 or more limitations to the activities of daily living (ADLs), those without drug coverage use $43 \%$ less prescription drugs in dollar terms than the same population with prescription drug coverage.

Other studies find this same effect within particular medical conditions. Felderman et al. (2001) find that among Medicare enrollees with coronary heart disease, those who have prescription drug coverage are more likely to use reductase inhibitors (statins), a class of relatively expensive drugs that improve the survival probability. Adams et al. (2001) and Blustein (2000) find that more generous drug coverage is associated with higher use of antihypertensive drugs among Medicare enrollees with hypertension.

[^18]Although suggestive of the effects that we find, none of the studies attempt to control for unobserved selection into drug coverage or managed care. In addition, these studies generally examine relatively small samples, without enough power to identify mortality differences. The increased use of drugs in the insured population can only decrease mortality if the marginal increase in drug usage is life-enhancing. However, there is some evidence on this point also. Lichtenberg (2002b) finds that increases in prescription drug usage led to reductions in lost workdays, while Lichtenberg (2002a) finds that new prescription drugs were a significant contributor to the decline in mortality over the last 30 years.

## Reasonableness of the Parameter Estimates

Our estimates imply that drug coverage has a large impact on the Medicare population mortality. Given these estimated magnitudes it is appropriate to ask if these estimates are consistent with known elasticities of drug use and the impact of pharmaceutical use on mortality. We explore the sensibility of our results with "back-of-the-envelope" calculations. Specifically, we calculate the expected change in mortality from a $10 \%$ increase in drug coverage for three common conditions: high cholesterol, hypertension and diabetes.

Our calculations use the following formulad mortality $=$ base mortality rate $\times(\%$ increase in mortality from condition) $\times$ prevalence of condition in Medicare population $\times \%$ Reduction in mortality from prescription drug use $\times \%$ reduction in prescription drug use from lack of insurance $\times 10 \% \times$ size of Medicare population. We use a conservative base mortality rate of $3.5 \%$. Adams et al. (2001) report that the absence of drug coverage reduces the use of hypertension drugs for individuals with high blood pressure by $23 \%$. We use this estimate for all three conditions, as it appears to be the roughly the median estimate from the sparse literature on compliance.

Our estimates indicate that a large impact of drug coverage among patients with high cholesterol. This condition is prevalent $\times 50 \%$ of the elderly population has blood serum cholesterol levels in excess of $240 \mathrm{mg} / \mathrm{dL}$ (National Health and Nutrition Examination Survey III). Although Pekkanen, et al. (1990) reports that serum blood cholesterol in excess of 240 $\mathrm{mg} / \mathrm{dL}$ increases mortality risk by $350 \%$ for the elderly, we use a more conservative figure of $300 \%$. Gordon (2000) finds that pharmaceutical treatment for high blood cholesterol reduces mortality by $29 \%$. Plugging these figures into our mortality formula yields an expected increase in mortality due to high cholesterol of 12,200 deaths from decreasing access to prescription drug coverage for $10 \%$ of the Medicare population. Performing similar calculations for hypertension and diabetes yield mortality increases of 2,400 and 3,300 lives, respectively. ${ }^{29}$ Thus, just for these three conditions, our "back-of-the-envelope" calculations result in an expected increase of approximately 18,000 deaths. This suggests that our estimated value of 52,800 deaths is very plausible, and that reasonable back-of-the-envelope calculations are within the $95 \%$ confidence interval of 16,700 to 87,700 deaths

## Why Do Medicare Enrollees Join M+C Plans Without Drug Benefits?

Given our findings it is reasonable to ask: why do Medicare beneficiaries enroll in $\mathrm{M}+\mathrm{C}$ plans without drug benefits if there is an increased likelihood of death? We offer several potential reasons. First, some enrollees may have no choice or only inconvenient choices of plans with drug coverage. In $2000,13 \%$ of $\mathrm{M}+\mathrm{C}$ enrollees in plans without drug coverage do not have any plans with drug coverage in their counties. Another likely explanation is switching costs-in $2000,40 \%$ of the non-drug $\mathrm{M}+\mathrm{C}$ enrollees are in a plan that once offered drug coverage. This

[^19]may be particularly relevant for the population of ill elderly people, many of whom may have high switching costs (e.g. a son or daughter who makes enrollments decisions and assumes a caregiver role may not have time for paperwork). Last, plans may offer other benefits that might not directly impact mortality but are nonetheless valued by Medicare beneficiaries. Town and Liu (2003) and find that there is an inverse correlation between the value of the non-drug benefit offered by the plan and the likelihood they offer drug benefits. Consistent with this relationship, McBride (1998) finds an inverted U-shape relationship between the payment rate and the provision of non-drug benefits by $\mathrm{M}+\mathrm{C}$ plans.

## VI. Conclusions

This study examines the impact the Medicare managed care program Medicare + Choice on the elderly mortality rate. We model two separate managed care penetration rates, the percent of elderly people covered by an $\mathrm{M}+\mathrm{C}$ plan with prescription drug coverage, and the percent covered by a plan with no prescription drug coverage. We use a fixed effects IV specification. The fixed effects imply that we are examining changes in mortality over the 1993-2000 sample period within a county. We use IV to control for the fact that changes in the enrollment into managed care over the sample period are endogenous. The instruments are functions of the $\mathrm{M}+\mathrm{C}$ payment rate, which is based on the mean of the $3-$ to 8 -year lagged costs in the county. As we control for fixed effects, time-varying SES and other health coverages, these instruments appear to be reasonable.

We find that an increase in $\mathrm{M}+\mathrm{C}$ non-drug enrollment significantly increases mortality while an increase in $\mathrm{M}+\mathrm{C}$ drug enrollment has no significant impact relative to FFS coverage. A probable explanation is that drug benefits causes Medicare enrollees to use more drugs which
extends their lives, although it is possible that the impact is caused by other benefits that are correlated with drug coverage.

Our results suggest several policy implications. First, that managed care with drug benefits provides care (at least as measured by mortality) that is as good as what the mean enrollee in the fee-for-service sector receives for those who select those plans. Second, that policies that encourage $\mathrm{M}+\mathrm{C}$ plans to offer drug benefits will likely reduce mortality rates. Using a value per life-year of $\$ 100,000$, each enrollee removed from a non-drug $\mathrm{M}+\mathrm{C}$ plan is worth $\$ 1,500$. Third, that there are significant mortality benefits to providing prescription drug coverage. Last, that the rise of managed care during the 1990s likely did not result in a deterioration of the quality of health care in terms of mortality.

## References

Adams, A., Soumerai, S. and Ross-Degnan (2001) "Use of antihypertensive drugs by Medicare enrollees: Does type of drug coverage matter?" Health Affairs, 20(1): 276-286.

Arellano, M. and S. Bond (1991). "Some tests of specification for panel data: Monte Carlo evidence and an application to employment equations." Review of Economic Studies 58: 277-297.

Baker, L. and Corts, K., (1996) "HMO Penetration and the Cost of Health Care: Market Discipline or Market Segmentation?" American Economic Review, 86(2), 389-94.

Blustein, J. (2000) "Drug coverage and drug purchases by Medicare beneficiaries with hypertension" Health Affairs, 19(2):219-230.

Blustein, J. and Hoy, E. (2000) "Who is enrolled in for-profit vs. non-profit Medicare HMOs" Health Affairs, 19(1) :210-220.

Bound, J., Jaeger, D.A., and Baker, R. (1995). "Problems with instrumental variables estimation when the correlation between the instruments and the endogenous explanatory variables is weak." Journal of the American Statistical Association 90: 443-50.

Davis, M., Poisal, J., Chulis, G., Zarabozo, C. and Cooper, B. (1999) "Prescription drug coverage, utilization, and spending among Medicare beneficiaries," Health Affairs, 18(2): 231-243.

Dowd, B., Feldman, R., and Christianson, J., Competitive Pricing for Medicare, Washington, D.C.: AEI Press, 1996.

Eggerts, P. W. et al. (2002) "Comparison of mortality and intermediate outcomes between Medicare dialysis patients in HMO and fee for service," American Journal of Kidney Disorders, 39(4):796-804.

Ellis, R.P., and Gurol, I. (2002). "Health plan entry and exit in the Medicare managed care market." Mimeo, Boston University.

Federman, A., et al. (2001). "Supplemental insurance and use of effective cardiovascular drugs among elderly Medicare beneficiaries with coronary heart disease," Journal of the American Medical Association, 286(14): 1732-39.

Fuchs, V., McClellan, M. and Skinner, J. (2001). "Area differences in utilization of medical care and mortality among U.S. elderly," NBER working paper 8628.

Gordon, B.R. (2000) "Incorporation of low-density lipoprotein apheresis into the treatment program of patients with severe hypercholesterolemia," Current Atherosclerosis Report, 2(4): 308-314.

Hansen, L. (1982). "Large sample properties of generalized method of moments estimators." Econometrica 50: 1029-54.

Hausman, J. (1978). "Specification tests in econometrics." Econometrica 46: 1251-71.
Keane, M.P. and D.E. Runkle (1992). "On the estimation of panel-data models with serial correlation when instruments are not strictly exogenous," Journal of Business and Economic Statistics 10: 1-9.

Laschober, M., Kitchman, M., Neuman, P. and Strabic, A. (2002) "Trends in Medicare Supplemental Insurance and Prescription Drug Coverage, 1996-1999." Heath Affairs Web Exclusive, http://content.healthaffairs.org/cgi/reprint/hlthaff.w2.127v1.pdf, w127-w138.

Lee-Feldstein, A., Feldstein, P., Buchmueller, T. and Katterhagen, G. (2000) "The relationship of HMOs, health insurance, and delivery systems to breast cancer outcomes," Medical Care, 38(7):705-718.

Lichtenberg, F. (2002a). "Sources of U.S. longevity increase, 1960 - 1997." Cambridge, MA: NBER Working Paper 8755.

Lichtenberg, F. (2002b). "The effect of changes in drug utilization on labor supply and per-capita output." Cambridge, MA: NBER Working Paper \#9139.

Lillard, L., Rogowski, J. and Kington, R. (1999), "Insurance coverage for prescription drugs: Effects on use and expenditures in the Medicare population," Medical Care, 37(9):926936.

Maciejewski, M. L., Dowd, B., Call, K., Feldman, R. (2001) "Comparing Mortality and Time Until Death for Medicare HMO and FFS Beneficiaries", Health Services Research 35(6):1245-1265.

Manning, W. Newhouse, J., Duan, N., Keeler, E., and Liebowitz, A. (1987). "Health insurance and the demand for medical care: evidence from a randomized experiment" American Economic Review, 77(3). 251-277.

McBride, T. (1998) "Disparities in access to Medicare managed care plans and their benefits," Health Affairs, 17(6): 170-180.

Miller, R.H. and Luft, H.S. (2002). "HMO plan performance update: an analysis of the literature, 1997-2001." Health Affairs, 21(4): 63-86.

Pekkenan, J. et al. (1990) "Ten-year mortality from cardiovascular disease in relation to cholesterol level among men with and without preexisting cardiovascular disease," New England Journal of Medicine, 322(24):1700-1707.

Poisal, J. and Chulis, G. (2000). "Medicare beneficiaries and drug coverage," Health Affairs, 19(2): 248-256.

Poisal, J. and Murray, L. (2001) "Growing differences between Medicare beneficiaries with and without drug coverage," Health Affairs, 20(2):74-85.

Potosky, A. et al. (1999) "Prostate cancer treatment and ten year survival among group/staff HMO and fee-for-service Medicare patients," Health Services Research, 34(2):525-46.

Roetzheim, R. et al. (2000) "Effects of health insurance and race on breast carcinoma treatments and outcomes, Cancer, 89(11):2202-2213.

Riley, G., Lubitz, J. and Rabey, E. (1991) "Enrollee health status under Medicare Risk contracts: An analysis of mortality rates," Health Services Research 26(2): 137-163.

Riley, G., Rabey, E., and Kasper, J. (1989) "Biased selection and regression toward the mean in three Medicare HMO demonstrations: A survival analysis of enrollees and disenrollees," Medical Care 27(4): 337-347.

Sada, M. et al. (1998) "Influence of payor on use of invasive cardiac procedures and patient outcome after myocardial infarction the United States." Journal of the American College of Cardiology, 31(7):1474-1480.

Stuart, B. and Grana, J. (1998) "Ability to pay and the decision to medicate," Medical Care, 36(2): 202-211.

Town, R.J. and Liu, S. (2003). "The welfare impact of Medicare HMOs," Rand Journal of Economics, forthcoming.

Wu, D. (1973). "Alternative tests of independence between stochastic regressors and disturbances." Econometrica 41: 733-50.

## Table 1:

Mortality Data Table

| Data Set | Source | Variables | Number of matched observations |
| :---: | :---: | :---: | :---: |
| Multiple Cause of Death Data | National Center for Health Statistics $\times$ National Vitality Statistics | Mortality rates by age and cause of death | 3,612 |
| State-County-Plan Penetration file and M+C/AAPCC <br> Standardized Per Capita Rates of Payment | Center for Medicare and Medicaid Services | $\mathrm{M}+\mathrm{C}$ enrollments by HMO benefit structure and CMS payment data | 3,612 |
| Medicaid Program Statistics | Center for Medicare and Medicaid Services | Medicaid enrollments by age classification | 3,612 |
| Area Resource File | Area Resource File | Population by race, poverty rates, percapita income, number of MDs and hospitals. | 3,612 |
| Population Estimates Program | Bureau of the Census | Predicted population by age and sex categories | 3,597 |
| InterStudy | InterStudy | Commercial HMO enrollment | 3,487 |
| Medigap Premium | AARP | Medigap Premiums for Plan H | 2,859 |

Table 2:
Summary statistics by county and year

| Variable | Entire sample | 1993 | 2000 | 2000 subsample where $\mathrm{M}+\mathrm{C}$ HMO drug penetration rate: |  | 2000 subsample where $\mathrm{M}+\mathrm{C}$ nondrug penetration rate: |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 65 and over mortality rate (\%) | $\begin{aligned} & 5.08 \\ & (.52) \end{aligned}$ | $\begin{aligned} & 5.16 \\ & (.45) \end{aligned}$ | $\begin{aligned} & 5.04 \\ & (.56) \end{aligned}$ | $\begin{aligned} & 5.20 \\ & (.52) \end{aligned}$ | $\begin{aligned} & 4.96 \\ & (.57) \end{aligned}$ | $\begin{aligned} & 4.99 \\ & (.60) \end{aligned}$ | $\begin{aligned} & 5.16 \\ & (.44) \end{aligned}$ |
| Mortality rate 65-74 (\%) | $\begin{aligned} & 2.53 \\ & (.38) \end{aligned}$ | $\begin{aligned} & 2.64 \\ & (.35) \end{aligned}$ | $\begin{aligned} & 2.41 \\ & (.39) \end{aligned}$ | $\begin{aligned} & 2.53 \\ & (.40) \end{aligned}$ | $\begin{aligned} & 2.35 \\ & (.36) \end{aligned}$ | $\begin{aligned} & 2.42 \\ & (.41) \end{aligned}$ | $\begin{aligned} & 2.39 \\ & (.32) \end{aligned}$ |
| 75 and over mortality rate (\%) | $\begin{aligned} & 8.25 \\ & (.76) \end{aligned}$ | $\begin{aligned} & 8.58 \\ & (.65) \end{aligned}$ | $\begin{aligned} & 8.16 \\ & (.73) \end{aligned}$ | $\begin{aligned} & 8.35 \\ & (.65) \end{aligned}$ | $\begin{aligned} & 8.05 \\ & (.74) \end{aligned}$ | $\begin{aligned} & 8.10 \\ & (.79) \end{aligned}$ | $\begin{aligned} & 8.26 \\ & (.55) \end{aligned}$ |
| Mortality rate for heart disease (\%) | $\begin{aligned} & 1.73 \\ & (.28) \end{aligned}$ | $\begin{aligned} & 1.83 \\ & (.27) \end{aligned}$ | $\begin{aligned} & 1.64 \\ & (.27) \end{aligned}$ | $\begin{aligned} & 1.62 \\ & (.24) \end{aligned}$ | $\begin{aligned} & 1.64 \\ & (.28) \end{aligned}$ | $\begin{aligned} & 1.61 \\ & (.26) \end{aligned}$ | $\begin{aligned} & 1.70 \\ & (.27) \end{aligned}$ |
| Mortality rate for cancer (\%) | $\begin{aligned} & 1.00 \\ & (.18) \end{aligned}$ | $\begin{aligned} & 1.15 \\ & (.11) \end{aligned}$ | $\begin{aligned} & 1.11 \\ & (.12) \end{aligned}$ | $\begin{aligned} & 1.14 \\ & (.13) \end{aligned}$ | $\begin{aligned} & 1.13 \\ & (.12) \end{aligned}$ | $\begin{aligned} & 1.11 \\ & (.13) \end{aligned}$ | $\begin{aligned} & 1.11 \\ & (.10) \end{aligned}$ |
| $1000 \times$ MDs per capita | $\begin{gathered} 2.5 \\ (1.8) \end{gathered}$ | $\begin{gathered} 2.3 \\ (1.6) \end{gathered}$ | $\begin{gathered} 2.6 \\ (1.8) \end{gathered}$ | $\begin{gathered} 2.6 \\ (1.9) \end{gathered}$ | $\begin{gathered} 2.6 \\ (1.7) \end{gathered}$ | $\begin{gathered} 2.6 \\ (1.8) \end{gathered}$ | $\begin{gathered} 2.6 \\ (1.5) \end{gathered}$ |
| $1000 \times$ Hospital beds per capita | $\begin{gathered} 3.4 \\ (2.1) \end{gathered}$ | $\begin{gathered} 3.9 \\ (2.3) \end{gathered}$ | $\begin{gathered} 3.0 \\ (1.9) \end{gathered}$ | $\begin{gathered} 3.8 \\ (2.0) \end{gathered}$ | $\begin{gathered} 2.6 \\ (1.8) \end{gathered}$ | $\begin{gathered} 3.1 \\ (2.1) \end{gathered}$ | $\begin{gathered} 2.8 \\ (1.5) \end{gathered}$ |
| Percent elderly | $\begin{aligned} & 12.5 \\ & (3.9) \end{aligned}$ | $\begin{aligned} & 12.4 \\ & (3.6) \end{aligned}$ | $\begin{aligned} & 12.5 \\ & (3.8) \end{aligned}$ | $\begin{aligned} & 12.0 \\ & (2.4) \end{aligned}$ | $\begin{aligned} & 12.8 \\ & (4.3) \end{aligned}$ | $\begin{aligned} & 12.4 \\ & (4.2) \end{aligned}$ | $\begin{aligned} & 12.8 \\ & (2.8) \end{aligned}$ |

Note: each cell provides the mean value with the standard deviation below in parentheses.

Table 3:
More summary statistics by county and year

| Variable | Entire sample | 1993 | 2000 | 2000 subsample where $\mathrm{M}+\mathrm{C}$ HMO drug penetration rate: |  | 2000 Subsample where $\mathrm{M}+\mathrm{C}$ nondrug penetration rate: |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| M+C drug penetration rate (\%) | $\begin{gathered} 7.2 \\ (120) \end{gathered}$ | $\begin{gathered} 1.4 \\ (5.1) \end{gathered}$ | $\begin{gathered} 11.9 \\ (14.9) \end{gathered}$ | 0 | $\begin{gathered} 18.1 \\ (15.0) \end{gathered}$ | $\begin{gathered} 13.6 \\ (16.2) \end{gathered}$ | $\begin{gathered} 8.1 \\ (10.6) \end{gathered}$ |
| $\mathrm{M}+\mathrm{C}$ drug penetration rate $=0(\%)$ | $\begin{gathered} 49.0 \\ (50.0) \end{gathered}$ | $\begin{gathered} 80.3 \\ (40.0) \end{gathered}$ | $\begin{gathered} 34.6 \\ (47.6) \end{gathered}$ | 100 | 0 | $\begin{gathered} 37.6 \\ (48.5) \end{gathered}$ | $\begin{gathered} 28.1 \\ (45.0) \end{gathered}$ |
| $\mathrm{M}+\mathrm{C}$ non-drug penetration rate (\%) | $\begin{gathered} 3.7 \\ (7.8) \end{gathered}$ | $\begin{gathered} 1.9 \\ (5.1) \end{gathered}$ | $\begin{gathered} 3.9 \\ (8.5) \end{gathered}$ | $\begin{gathered} 3.7 \\ (8.9) \end{gathered}$ | $\begin{gathered} 4.0 \\ (8.4) \end{gathered}$ | 0 | $\begin{gathered} 12.1 \\ (11.4) \end{gathered}$ |
| $\mathrm{M}+\mathrm{C}$ non-drug penetration rate $=0(\%)$ | $\begin{gathered} 59.8 \\ (49.0) \end{gathered}$ | $\begin{gathered} 65.5 \\ (47.5) \end{gathered}$ | $\begin{gathered} 68.1 \\ (46.7) \end{gathered}$ | $\begin{gathered} 74.5 \\ (43.9) \end{gathered}$ | $\begin{gathered} 64.9 \\ (47.8) \end{gathered}$ | 100 | 0 |
| M+C monthly payment rate | $\begin{aligned} & \$ 445 \\ & (\$ 84) \end{aligned}$ | $\begin{aligned} & \$ 398 \\ & (\$ 70) \end{aligned}$ | $\begin{aligned} & \$ 497 \\ & (\$ 72) \end{aligned}$ | $\begin{gathered} \$ 450 \\ (44.6) \end{gathered}$ | $\begin{gathered} \$ 522 \\ (72.1) \end{gathered}$ | $\begin{gathered} \$ 497 \\ (76.2) \end{gathered}$ | $\begin{aligned} & \$ 497 \\ & (64.0) \end{aligned}$ |
| Income (thousands) | $\begin{gathered} \$ 25.2 \\ (6.7) \end{gathered}$ | $\begin{gathered} \$ 20.9 \\ (4.5) \end{gathered}$ | $\begin{gathered} \$ 29.7 \\ (7.8) \end{gathered}$ | $\begin{gathered} \$ 26.4 \\ (4.4) \end{gathered}$ | $\begin{gathered} \$ 31.5 \\ (8.6) \end{gathered}$ | $\begin{gathered} \$ 29.2 \\ (7.8) \end{gathered}$ | $\begin{gathered} \$ 30.7 \\ (7.8) \end{gathered}$ |
| Unemployment rate (\%) | $\begin{gathered} 5.0 \\ (2.7) \end{gathered}$ | $\begin{gathered} 6.5 \\ (2.2) \end{gathered}$ | $\begin{gathered} 3.9 \\ (2.4) \end{gathered}$ | $\begin{gathered} 3.9 \\ (1.6) \end{gathered}$ | $\begin{gathered} 4.0 \\ (2.8) \end{gathered}$ | $\begin{gathered} 3.9 \\ (2.6) \end{gathered}$ | $\begin{gathered} 4.0 \\ (2.0) \end{gathered}$ |
| Total population (thousands) | $\begin{gathered} 422 \\ (626) \end{gathered}$ | $\begin{gathered} 455 \\ (766) \end{gathered}$ | $\begin{gathered} 442 \\ (654) \end{gathered}$ | $\begin{gathered} 223 \\ (158) \end{gathered}$ | $\begin{gathered} 557 \\ (776) \end{gathered}$ | $\begin{gathered} 436 \\ (707) \end{gathered}$ | $\begin{gathered} 454 \\ (527) \end{gathered}$ |
| N | 3,612 | 409 | 457 | 158 | 299 | 311 | 146 |

Note: each cell provides the mean value with the standard deviation below in parentheses.

## Table 4:

Changes in payment rate, mortality, and M+C enrollment, 1993-2000

| Quintile and range of <br> change in payment <br> rate: | Percentage <br> point change in <br> total $\mathrm{M}+\mathrm{C}$ <br> enrollment | Percentage <br> point change in <br> $\mathrm{M}+\mathrm{C}$ non-drug <br> enrollment | Percentage <br> point change in <br> $\mathrm{M}+\mathrm{C}$ drug <br> enrollment | Percentage <br> point change in <br> elderly <br> mortality |
| :---: | :---: | :---: | :---: | :---: |
| 1 <br> $[\$ 40-\$ 80]$ <br> 2 | -1.3 | -.89 | -.40 | .016 |
| $[\$ 81-\$ 95]$ | -.16 | .11 | -.26 | .019 |
| 3 |  |  |  |  |
| $[\$ 96-\$ 107]$ | -.47 | .0075 | -.47 | -.030 |
| 4 |  |  |  |  |
| $[\$ 108-\$ 124]$ | 20 | 1.1 | -.93 | .050 |
| 5 |  |  |  |  |
| $[\$ 125-\$ 216]$ | 1.8 | -.0036 | 2.1 | -.055 |

Note: Each cell provides the mean of the given variable with the year means removed, given that the change in the $\mathrm{M}+\mathrm{C}$ payment rate is in the specified quintile.

Table 5:
Elderly ( 65 and over) mortality rate on $\mathrm{M}+\mathrm{C}$ penetration rates

| Dependent variable | 65 and over mortality rate <br> (1) | 65 and over mortality rate <br> (2) | Log 65 and over mortality rate (3) | 65 and Over Mortality Rate <br> (4) | 65 and Over Mortality Rate (5) | 65 and Over Mortality Rate (6) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Estimation method | Forward mean differenced FE IV | Standard fixed effects IV | Forward mean differenced FE IV | Forward mean differenced FE IV | Forward mean differenced FE IV | Fixed effects least-squares |
| $\mathrm{M}+\mathrm{C}$ drug penetration rate | $\begin{aligned} & .00062 \\ & (.0020) \end{aligned}$ | $\begin{gathered} \hline-.0021 \\ (.0016) \end{gathered}$ | $\begin{aligned} & .010 \\ & (.039) \end{aligned}$ | $\begin{gathered} .0013 \\ (.0023) \end{gathered}$ | $\begin{gathered} -.000086 \\ (.0019) \end{gathered}$ | $\begin{gathered} .00097 \\ (.00064) \end{gathered}$ |
| $\mathrm{M}+\mathrm{C}$ non-drug penetration rate | $\begin{aligned} & .015^{* *} \\ & (.0051) \end{aligned}$ | $\begin{gathered} .015^{* *} \\ (.0049) \end{gathered}$ | $\begin{gathered} .31^{* *} \\ (.098) \end{gathered}$ | $\begin{gathered} .015^{*} \\ (.0060) \end{gathered}$ | $\begin{gathered} .011^{*} \\ (.0055) \end{gathered}$ | $\begin{gathered} .0023^{* *} \\ (.00078) \end{gathered}$ |
| Log of Mortality Rate 50 to 59 year olds | - | - | $\begin{aligned} & -.000034 \\ & (.000019) \end{aligned}$ | - | - | - |
| Commercial HMO penetration rate | - | - | - | $\begin{gathered} .00043 \\ (.00047) \end{gathered}$ | - | - |
| Log of Medigap Premium | - | - | - | $\begin{aligned} & -.00047 \\ & (.00061) \end{aligned}$ | - | - |
| Other regressors included | Percent elderly of population MDs and hospita | Medicaid; perce poverty; log per beds per capita; regresso | of population 65 apita income; unem rcent white, black from (5) | nd over; percent ployment rate; and Hispanic; all | Year dummies; percent elderly at each age/sex cell | Same as $(1)-(4)$ |
| N | 3,597 | 3,597 | 3,597 | 2,857 | 3,597 | $\begin{gathered} 3,597 \\ \mathrm{R}^{2}(\text { within })=.23 \end{gathered}$ |

${ }_{* *}^{*}$ Significant at the $5 \%$ level
**Significant at the $1 \%$ level

Table 6:
Mortality rates for different age categories and specific diseases on $\mathrm{M}+\mathrm{C}$ penetration rates

| Dependent variable | 75 and over mortality rate <br> (1) | 65 to 74 mortality rate (2) | 50 to 59 mortality rate (3) | 65 and over heart disease mortality rate (4) | 65 and over cancer mortality rate <br> (5) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Estimation method | Forward mean differenced FE IV | Forward mean differenced FE IV | Forward mean differenced FE IV | Forward mean differenced FE IV | Forward mean differenced FE IV |
| $\mathrm{M}+\mathrm{C} \text { drug }$ penetration rate | $\begin{gathered} .0022 \\ (.0037) \end{gathered}$ | $\begin{aligned} & \hline-.00018 \\ & (.0013) \end{aligned}$ | $\begin{aligned} & -.00095 \\ & (.00055) \end{aligned}$ | $\begin{aligned} & .0032^{* *} \\ & (.0013) \end{aligned}$ | $\begin{aligned} & -.0011 \\ & (.00063) \end{aligned}$ |
| $\mathrm{M}+\mathrm{C}$ non-drug penetration rate | $\begin{aligned} & .025^{* *} \\ & (.0096) \end{aligned}$ | $\begin{aligned} & .0054 \\ & (.0032) \end{aligned}$ | $\begin{aligned} & .0022 \\ & (.0014) \end{aligned}$ | $\begin{aligned} & .0093^{* *} \\ & (.0035) \end{aligned}$ | $\begin{aligned} & .0034^{*} \\ & (.0017) \end{aligned}$ |
| Commercial HMO <br> penetration rate | - | - | $\begin{aligned} & \hline-.000056 \\ & (.00013) \end{aligned}$ | - | - |
| Percent of population | $\begin{aligned} & -.22^{* *} \\ & (.043) \end{aligned}$ | $\begin{gathered} -.096^{* *} \\ (.013) \end{gathered}$ | - | $\begin{gathered} -.035^{* *} \\ (.011) \end{gathered}$ | $\begin{aligned} & -.029^{* *} \\ & (.0064) \end{aligned}$ |

Other regressors
included

Percent population in Medicaid for age range; percent of population 65 and over; percent of population in poverty; log per capita income; unemployment rate; MDs and hospital beds per capita; percent white,
black and Hispanic; year dummies; percent at each age/sex cell for all included ages

| N | 3,597 | 3,597 | 3,460 | 3,597 | 3,597 |
| :--- | :--- | :--- | :--- | :--- | :--- |

${ }_{*}^{*}$ *Significant at the $5 \%$ level
${ }^{* *}$ Significant at the $1 \%$ level

## Appendix

First-stage regression results (standard errors in parentheses)

| Instruments | $\mathrm{M}+\mathrm{C}$ with Drug Coverage Share |  |  | $\mathrm{M}+\mathrm{C}$ without Drug Coverage Share |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | t+1 | t | t-1 | t+1 | t | t-1 |
| Payment rate | $\begin{aligned} & -.00019 \\ & (.00036) \end{aligned}$ | $\begin{gathered} .0031 \\ (.00047) \end{gathered}$ | $\begin{gathered} \hline-.0022 \\ (.00042) \end{gathered}$ | $\begin{gathered} .0012 \\ (.00031) \end{gathered}$ | $\begin{gathered} -.0014 \\ (.00041) \end{gathered}$ | $\begin{aligned} & -.000001 \\ & (.00036) \end{aligned}$ |
| (Payment rate/1000) ${ }^{2}$ | $\begin{gathered} -.67 \\ (1.54) \end{gathered}$ | $\begin{gathered} .26 \\ (1.89) \end{gathered}$ | $\begin{aligned} & -.27 \\ & (.15) \end{aligned}$ | $\begin{gathered} 1.08 \\ (1.32) \end{gathered}$ | $\begin{gathered} .49 \\ (1.62) \end{gathered}$ | $\begin{gathered} .80 \\ (1.31) \end{gathered}$ |
| (Payment rate/1000) ${ }^{3}$ | $\begin{gathered} 3.14 \\ (3.92) \end{gathered}$ | $\begin{gathered} -9.21 \\ (3.50) \end{gathered}$ | $\begin{gathered} 6.81 \\ (2.81) \end{gathered}$ | $\begin{gathered} -4.92 \\ (3.38) \end{gathered}$ | $\begin{gathered} 8.79 \\ (3.02) \end{gathered}$ | $\begin{gathered} -4.12 \\ (2.42) \end{gathered}$ |
| (Payment rate/1000) ${ }^{4}$ | $\begin{aligned} & -10.68 \\ & (10.54) \end{aligned}$ | $\begin{gathered} 24.30 \\ (11.87) \end{gathered}$ | $\begin{gathered} -2.06 \\ (9.31) \end{gathered}$ | $\begin{gathered} 12.59 \\ (9.07) \end{gathered}$ | $\begin{aligned} & -25.33 \\ & (10.22) \end{aligned}$ | $\begin{gathered} 6.59 \\ (8.01) \end{gathered}$ |
| Ln Payment rate | $\begin{aligned} & -.063 \\ & (.16) \end{aligned}$ | $\begin{gathered} -1.31 \\ (.21) \end{gathered}$ | $\begin{aligned} & 1.07 \\ & (.17) \end{aligned}$ | $\begin{aligned} & -.51 \\ & (.14) \end{aligned}$ | $\begin{aligned} & .57 \\ & (.18) \end{aligned}$ | $\begin{aligned} & .024 \\ & (.15) \end{aligned}$ |
| $\left(\right.$ Ln Payment rate) ${ }^{2}$ | $\begin{aligned} & .055 \\ & (.29) \end{aligned}$ | $\begin{aligned} & .62 \\ & (.35) \end{aligned}$ | $\begin{gathered} .95 \\ (.28) \end{gathered}$ | $\begin{aligned} & -.43 \\ & (.25) \end{aligned}$ | $\begin{gathered} .41 \\ (.30) \end{gathered}$ | $\begin{gathered} -.000065 \\ (.24) \end{gathered}$ |
| $2^{\text {nd }}$ payment quintile | $\begin{gathered} .0021 \\ (.0046) \end{gathered}$ | $\begin{gathered} -.0048 \\ (.0046) \end{gathered}$ | $\begin{gathered} -.013 \\ (.0047) \end{gathered}$ | $\begin{aligned} & -.0024 \\ & (.0040) \end{aligned}$ | $\begin{gathered} .0030 \\ (.0040) \end{gathered}$ | $\begin{gathered} .0031 \\ (.0040) \end{gathered}$ |
| $3{ }^{\text {rd }}$ payment quintile | $\begin{gathered} .011 \\ (.0072) \end{gathered}$ | $\begin{aligned} & .000076 \\ & (.0073) \end{aligned}$ | $\begin{gathered} -.014 \\ (.0072) \end{gathered}$ | $\begin{aligned} & -.0020 \\ & (.0063) \end{aligned}$ | $\begin{gathered} .0011 \\ (.0063) \end{gathered}$ | $\begin{gathered} .0049 \\ (.0063) \end{gathered}$ |
| $4^{\text {th }}$ payment quintile | $\begin{aligned} & .0054 \\ & (.010) \end{aligned}$ | $\begin{gathered} -.00034 \\ (.010) \end{gathered}$ | $\begin{aligned} & -.012 \\ & (.013) \end{aligned}$ | $\begin{aligned} & -.00025 \\ & (.0087) \end{aligned}$ | $\begin{gathered} .0038 \\ (.0086) \end{gathered}$ | $\begin{gathered} .0049 \\ (.0087) \end{gathered}$ |
| $5^{\text {th }}$ payment quintile | $\begin{aligned} & .0077 \\ & (.013) \end{aligned}$ | $\begin{aligned} & .0036 \\ & (.013) \end{aligned}$ | $\begin{gathered} -.0021 \\ (.013) \end{gathered}$ | $\begin{gathered} -.0017 \\ (.011) \end{gathered}$ | $\begin{aligned} & .0027 \\ & (.011) \end{aligned}$ | $\begin{gathered} .0013 \\ (.0011) \end{gathered}$ |
| Mean payment of MSA counties | $\begin{aligned} & -.00022 \\ & (.00017) \end{aligned}$ | $\begin{aligned} & -.000013 \\ & (.00023) \end{aligned}$ | $\begin{gathered} .0028 \\ (.0018) \end{gathered}$ | $\begin{gathered} -.000031 \\ \hline .00015) \end{gathered}$ | $\begin{gathered} .00011 \\ (.00020) \end{gathered}$ | $\begin{gathered} -.00015 \\ (.00016) \end{gathered}$ |
| Minimum payment of MSA counties | $\begin{aligned} & .000088 \\ & (.00010) \end{aligned}$ | $\begin{aligned} & .000015 \\ & (.00013) \end{aligned}$ | $\begin{gathered} -.00011 \\ (.00011) \end{gathered}$ | $\begin{aligned} & -.000035 \\ & (.000088) \end{aligned}$ | $\begin{aligned} & -.000061 \\ & (.00012) \end{aligned}$ | $\begin{gathered} .00012 \\ (.00093) \end{gathered}$ |
| Maximum payment of MSA counties | $\begin{gathered} .00086 \\ (.00089) \end{gathered}$ | $\begin{aligned} & .000057 \\ & (.00011) \end{aligned}$ | $\begin{gathered} -.00016 \\ (.000095) \end{gathered}$ | $\begin{aligned} & -.0000089 \\ & (.000076) \end{aligned}$ | $\begin{aligned} & -.000018 \\ & (.00010) \end{aligned}$ | $\begin{gathered} .000049 \\ (.000082) \end{gathered}$ |
| Partial $\mathrm{R}^{2}$ of Instruments F-test (p-value) |  | $\begin{gathered} .10 \\ 11.1 \\ (.00) \end{gathered}$ |  |  | $\begin{aligned} & .024 \\ & 2.20 \\ & (.00) \end{aligned}$ |  |

Note: Regressions include all of the exogenous variables.
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[^1]:    ${ }^{1}$ In 1999, $38 \%$ of Medicare enrollees did not have drug coverage (Laschober et al. 2002).
    ${ }^{2}$ Furthermore, we are unaware of any published results from the Health Insurance Experiment on the sensitivity of prescription drug use and outcomes.

[^2]:    ${ }^{3}$ See Lee-Feldstein et al. (2000), Roetzheim et al. (2000), Potosky et al. (1999), Eggars et al. (2002) and Sada et al.

[^3]:    (1998).
    ${ }^{4}$ The $95 \%$ confidence interval is 14,400 to 86,600 lives.

[^4]:    ${ }^{5}$ This figure can be compared with the $\$ 674$ average drug expenditure for Medicare enrollees (Poisal and Chulis, 2000).
    ${ }^{6}$ More precisely, for a given $\mathrm{M}+\mathrm{C}$ contract, HMOs submit proposed service areas,, which are clusters of counties in a given locale, to CMS for approval.

[^5]:    ${ }^{7}$ Currently, CMS is allowing Medicare HMOs to charge negative premiums to enrollees. Over our sample period, the minimum premium a plan could charge was zero.
    ${ }^{8}$ With the passage of the BBA, the Medicare HMO program also received its current name: "Medicare+Choice."

[^6]:    ${ }^{9}$ From 1998 onwards, the rates are the set to the maximum of three rates: blended input price $\times$ an adjusted national rate and an area-specific rate; a floor payment designed to increase the rates in low-paying counties; and a minimum rate increase of $2 \%$ per year.
    ${ }^{10}$ Under this legislation Medicare+Choice will receive a new name: Medicare Advantage.

[^7]:    ${ }^{11}$ Source: Davis et al. (1999).
    ${ }^{12}$ This specification assumes that managed care enrollment affects contemporaneous mortality. We explored using specifications that allowed for managed care enrollment to have a lagged effect on mortality and the coefficients on lagged enrollment were small and insignificant.

[^8]:    ${ }^{13}$ See Poisal and Chulis (2000).

[^9]:    ${ }^{14}$ Ellis and Gurol (2002) find substantial entry and exit of health plans from the $\mathrm{M}+\mathrm{C}$ market resulting from changes in the payment rate.
    ${ }^{15}$ Our payment variable is the base payment rate for each county.

[^10]:    ${ }^{16}$ See Fuchs, McClellan and Skinner (2001).
    ${ }^{17}$ The results of these regression are available from the authors upon request.

[^11]:    ${ }^{18}$ There are several possibilities of exact choices of instruments. Asymptotic efficiency dictates including every for . For a similar specification, Arellano and Bond (1991) suggest including each of the available instruments, but Keane and Runkle (1992) suggest a smaller set of instruments because of the possibility of substantial bias in finite samples.

[^12]:    ${ }^{19}$ To the extent that HMOs offer multiple products in a county, this may be a source of mismeasurement as some MCO may offer multiple plans some with drug coverage. CMS does not track $\mathrm{M}+\mathrm{C}$ enrollment by managed care plan product so it is difficult to know the extent of this measurement error.

[^13]:    ${ }^{20}$ Plans H and I differ in other respects. Plan I covers Medicare Part B excess charges and at-home recovery expenses while Plan H does not. Plan J offers the same benefits as Plan I with the addition of covering Medicare Part B deductible and preventive care.

[^14]:    ${ }^{21}$ The within standard deviation is $\$ 26.3$ prior to the passage of the BBA, and $\$ 15.2$ afterwards. The smaller number after the BBA enactment is consistent with the fact that innovations to the payments are largely divorced from shocks in the county after the enactment. The smaller size of both of these figures relative to the overall figure suggests that the enactment of the BBA provides us with much of the variation in our instruments, and hence is a useful source of identification.

[^15]:    ${ }^{22}$ The quintiles for the changes in penetration rates do not sum to 3 , because they all have mass points at 0 , resulting from counties that had zero penetration in 1993 and 1998.
    ${ }^{23}$ The figure of 52,800 lives is based on a Medicare aged enrollment of approximately $34,800,000-.015 \times .1 \times 34,800,000=52,800$.

[^16]:    ${ }^{24}$ See Hansen (1982).

[^17]:    ${ }^{25}$ In a specification with the logarithm of the 65-74 year old mortality rate as the dependent variable the coefficient on non-drug HMO enrollment is positive and significant.
    ${ }^{26}$ We do not measure the rates of death conditional on having the disease, only the death rate as determined by the cause of death.
    ${ }^{27}$ See Davis et al. (1999).

[^18]:    ${ }^{28}$ See L. Lagnado, "Drug Costs Can Leave Elderly a Grim Choice: Pills or Other Needs," Wall Street Journal, November 11, 1999, A1.

[^19]:    ${ }^{29}$ The inputs into the mortality formula for hypertension and diabetes are available from the authors upon request.

